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Predictive Inequity in Object Detection

Benjamin Wilson ' Judy Hoffman' Jamie Morgenstern '

K. Eykholt et al. “Robust Physical-World Attacks on Deep Learning Visual Classification.”
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Autonomous Vehicle Solutions are at Two Extremes

Serious safety lapses led to Uber's fatal self-

Very comfortable o
driving crash, new documents suggest

Problem: Need better
Comfort common sense and
reasoning

My Herky-Jerky Ride in General Motors' Ultra-Cautious Self Driving
Car

GM and Cruise are testing vehicles in a chaotic city, and the tech still has a ways to go.
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Architecture Inspired by Human Organizations
Communication and Sanity Checks
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“Explanations” In Layers

Accountability Layers

Baseline layer Explanation layer Annotation layer Refinement layer
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